Stat 379 Homework 10 EXTRA CREDIT ONLY





Due Monday May 12, 2008

MANOVA

Is a woman's masculinity or femininity associated with differences in self-esteem, internal versus external locus of control, her attitude toward women's roles, socioeconomic level, introversion-extroversion, and neuroticism? If women are divided into groups on an androgyny measure, do these groups exhibit similar response patterns or profiles on the DV's? Conduct a Multivariate Analysis Of Variance (MANOVA) on the data set HW10s08.sav.

Variables in this dataset:
PARTNO is the participant number. ANDRM is an Androgyny measure (labeled "Groups-4" for its four groups: 1=undifferentiated, 2=feminine, 3=masculine, and 4=androgynous). ESTEEM is a measure of self-esteem. CONTROL is a measure of the woman's perceived locus of control. ATTROLE is a measure of the woman's attitude towards the roles of women. SEL2 is a measure of socioeconomic level. INTEXT is a measure of introversion/extroversion. NEUROTIC is a measure of neuroticism.

Select ANALYZE -> GENERAL LINEAR MODEL -> MULTIVARIATE. Place the IV ANDRM into the FIXED FACTOR box, and the DV's ESTEEM, CONTROL, ATTROLE, INTEXT, and NEUROTIC into the DEPENDENT VARIABLES box. Note that there are multiple DVs and only one IV, the opposite of what would typically be entered for a familiar regression analysis.

MODEL button: allows you to specify the effects to include; use the default Full Factorial which gives all effects and all interactions, as in standard ANOVA. Obviously with only one IV, only one model is possible anyway.

CONTRASTS and POST HOC buttons: lets you request planned or unplanned comparisons on the univariate level (i.e., one DV at a time); none required here.

SAVE button: creates new variables in the data set if those are of interest; none required here.

PLOTS button: place ANDRM into the Horizontal Axis box to get line plots of the means of the groups on each DV separately. If two IVs are present you can choose which one should be plotted as separate lines; if more than two IVs are present, you can choose which should define separate plots.

OPTIONS button: under Estimated Marginal Means, move ANDRM into the Display Means box, and click Compare Main Effects. Under Display select Descriptive Statistics, Estimates of Effect Size, and Homogeneity Tests. Click CONTINUE, and then OK.

1.
Report the results of the MULTIVARIATE F test: referring to the Multivariate Tests section of the output for the grouping variable ANDRM, what is the value of Wilks' Lambda, its corresponding F, and associated p-value, and is that significant? (Pillai's Trace, Hotelling's Trace, and Roy's Greatest Root are alternatives to Lambda which can be used if there is a particular reason to use them.)

Note that this information is duplicated in a later table also called Multivariate Tests, which reports only the differences due to the four groups of ANDRM and not the "intercept" section of the first table. This latter table is produced automatically when Estimated Marginal Means are requested.

The Homogeneity Tests option produces Box's Test of Equality of Covariance Matrices, which tests the multivariate assumption of Homogeneity of Variance-Covariance Matrices. It should be non-significant; it will be significant if the DVs have different variances across groups and/or covary differently across groups. Non-multivariate-normal distributions can make this test spuriously significant though, so it's not completely reliable.

2.
Interpret the meaning of the MULTIVARIATE test you reported: what does the numerical value of Wilks' Lambda mean in terms of variance accounted for / not accounted for by ANDRM? (i.e., is prediction significant when Lambda is larger or when it's smaller?) There's only one value of Wilks' Lambda for the IV ANDRM but there are five DVs, so what variance is it describing ANDRM's effect on?

3.
Report all significant UNIVARIATE F tests (F values and p-values): refer to the table entitled Tests Of Between-Subjects Effects, specifically the section called ANDRM which lists a univariate ANOVA for each DV separately on the four ANDRM groups.

The "Corrected Model" section of that table would account for all IVs, e.g., a second factor if there was one, and the interaction term, etc. -- but since there's only one IV here (the four groups of ANDRM), this section is identical to the ANDRM section. It gives the same Between Groups variance information for each DV, as well as F and p-values. The "Error" section gives the Within Groups error term variance for each DV, and the "Corrected Total" gives the Total SS and df for each DV -- with the Corrected Total being the sum of the BET (ANDRM) and W/IN (Error), as you'd expect. (The "Total" section of the table is "uncorrected" in the sense that it doesn't take account of the intercept in the model, roughly corresponding to the effect of the grand mean; this section can be ignored.)

Note that the relevant information is duplicated in a later table called Univariate Tests, which reports only the DV differences and error terms for the four groups of ANDRM and not the "intercept" section of the first table. It's convenient to be able to see the BET and W/IN portions reproduced together for each DV. This latter table is produced automatically when Estimated Marginal Means are requested.

The Homogeneity Tests option produces Levene's Test of Equality of Error Variances, which tests the univariate Homogeneity of Variance assumption for each DV. It should be non-significant; significance means the DVs have different variances across groups. This is one component of the multivariate assumption of Homogeneity of Variance-Covariance Matrices (see the Box Test) but is a bit easier to meet, since the covariances among the DVs don't have to be the same for every group.

A significant MANOVA does not really give you "permission" to go ahead and look at all your DVs individually without worrying about inflating the Type I error rate, but that's still common practice when the main focus of the analysis is to look at many DVs separately while acknowledging the increased error rate.

The Estimated Marginal Means table gives you the means, standard errors, and confidence intervals for each group on each DV. This differs slightly from the Descriptive Statistics output, which gives means, standard deviations, and N for each group, as well as for the total sample, on each DV.

In the Pairwise Comparisons table, all the pairs of differences among the four groups are reported for each DV. For instance, on the Self-Esteem DV, the Undifferentiated group's score minus the Feminine group's score is 1.483, Undifferentiated minus Masculine is 4.166, and Undifferentiated minus Androgynous is 4.635; so for Self-Esteem scores, Undifferentiated > Feminine > Masculine > Androgynous. The significance of each of those differences is also reported, based on a t-test using the difference in means and the standard error of the difference of the two groups being considered. Since there are six comparisons being done you'd probably want to use the Bonferroni correction and only consider them significant if p < .05/6, that is, p < .0083. The format of the table is very redundant but it does let you easily pick out the particular comparison you might be looking for.

Included in both tables of univariate tests is the effect size measure "partial eta-square" for each DV (requested through Estimates of Effect Size), which tells how much of the variance in that DV is explained by the groups. In the case of a single IV model there is no difference between "partial" eta-square and complete eta-square, which in fact is just the ANOVA name for R-square.

4.
What does a significant MANOVA mean, as opposed to a significant univariate ANOVA? How would discriminant analysis help us to interpret the MANOVA results?

DISCRIMINANT FUNCTION ANALYSIS

You now want to know what specific configuration and weighting of our DV's from the MANOVA gave us our results, and if there was only one group that was different than all of the rest, or if you could use your variables to discriminate more than one group from the rest. Follow up your MANOVA result with a Discriminant Function Analysis (DFA).

Select ANALYZE -> CLASSIFY -> DISCRIMINANT. The Grouping Variable is ANDRM; click Define Range and enter the lowest and highest values of ANDRM (1 and 4). The predictors (which SPSS calls Independents) are the same as the MANOVA DV's. Use the default option Enter Independents Together, rather than using one of the available methods to give precedence to one predictor over another.

STATISTICS button: in the Descriptives box, select Means, Univariate ANOVAs, and Box's M. (These duplicate information from the MANOVA, but if you do Discriminant Analysis without a MANOVA you'd want to request this information.) In the Function Coefficients box, select Fisher's. In the Matrices box, select Within-Groups Correlation to display the correlations among the predictors across all four groups.

CLASSIFY button: in the Prior Probabilities box, select Compute From Group Sizes, which tells the program to let the relative group frequencies in the data affect the probability of belonging to a particular group to help make a better classification function. (If you believed your sample was not representative of group frequencies in the population, you could choose All Groups Equal instead.) In the Use Covariance Matrix box, select Within Groups to tell the program to create composites based on predictors' interrelationships (i.e., Independents' variances and covariances) pooled across all the groups. In the Display box, select Summary Table to get a table cross-classifying actual group membership with predicted group membership, as a check on the success of the classification scheme. In the Plots box, select Combined Groups and Separate Groups, which will produce plots of all the data points on axes defined by the first two discriminant functions, for each group and for the total sample.

SAVE button: creates new variables in the data set if these are useful for further analysis; none required here.

5.
The five DVs for MANOVA have become IVs (or predictors) for discriminant analysis, being used to predict the DV of ANDRM (androgyny) group membership which was formerly the IV in MANOVA. Are all of the predictors individually significant in separating the women into groups? Refer to the univariate ANOVAs in the table Tests Of Equality Of Group Means.

These F ratios are the same as those reported in the previous MANOVA table of Univariate Tests or Tests Of Between Subjects Effects, only this table gives you a Wilks' Lambda as well. Have a look at Wilks' Lambda for Self-Esteem, which is .805; where does that come from? In the previous MANOVA table of Univariate Tests you can see the Between SS for Self-Esteem was 1098.553 and the Within SS for its error term was 4544.447, so if you add those together you'll see the (Corrected) Total SS for Self-Esteem was 5643. Then the proportion of the Total SS you've accounted for with the groups was 1098.553 / 5643, or .195 -- that's your effect size eta-square (analogous to R-square). Which means the proportion NOT accounted for was .805 -- hence Wilks' Lambda = .805.

6.
Why are there three discriminant functions in the output?

Note that MANOVA implicitly considers all the discriminant functions together, but in the discriminant analysis output they're identified separately. Imagine combining the predictors in such a way as to identify as accurately as possible which group the observation belongs to. (This is the same type of composite that was made in MANOVA when the predictors were DVs being made into a composite DV showing the largest possible group differences.) It's essentially like producing a regression equation that will use the five IVs to predict the correct level of the DV ANDRM, expressed as some type of score that indicates group membership. As with any regression, there are residuals in the scores predicted by the composite function vs the actual group membership scores -- that is, there are inaccurate group placements. So once we've made our first composite and noted its residuals, we can use the same five IVs to predict those residuals, to try to add to our original classification scheme and place the observations more accurately into the correct groups: we find a second set of coefficients which will give us another combination of IVs, that is, another discriminant function. And then we can look at that second set of residuals, and try again to predict THEM from our IVs, and so on. At some point though, the residuals will no longer be predictable from any composite function we might make. The above question is basically asking, how many different discriminant functions can we produce given a certain number of predictors and a certain number of groups we're trying to place them into?

To see if the Discriminant Functions are significant predictors of group membership, refer to the Wilks' Lambda table under Summary of Canonical Discriminant Functions. It evaluates Wilks' Lambda as a chi-square instead of transforming it into an F, which is fairly standard; the resulting p-values are interpreted the same as always. The way the significance is evaluated is unintuitive: the first test tells you whether all the composites (discriminant functions) together do a statistically significant job of placing the participants into groups. Notice that the value of this first Wilks' Lambda for all three discriminant functions at once is .693 -- the same as the Wilks's Lambda reported in the MANOVA, where all the discriminant functions are implicitly evaluated together. Then the next function is evaluated by removing the first and most important composite and seeing if the remaining two are significant together (they are). Then we remove that second one as well and test whether the remaining less important composites are significant; in this case that brings us down to the last one alone, and it's not significant.

The relationship between the Wilks' Lambda for the univariate tests (.195, etc.) and the multivariate Wilks' Lambda for the discriminant functions as a whole (.693, etc.) is not straightforward, but the interpretation is always "the proportion of variance that is UNaccounted for by the predictors."

7.
What are the coefficients for the predictor variables (the actual weights) used to produce Discriminant Functions 1, 2, and 3? Refer to the Standardized Canonical Discriminant Function Coefficients, where you find the eigenvectors for these three functions. For Function 1 you'd make the linear combination or composite as follows:


Function 1 = .731*ESTEEM + .007*CONTROL + .410*ATTROLE - .369*INTEXT - .029*NEUROTIC


Write the equations for functions 2 and 3.

8.
How do the discriminant functions discriminate among the groups? Use the correlations between the predictor variables and the discriminant functions (composite variables) to interpret the meaning of the functions, just as you would try to name a factor in Exploratory Factor Analysis. Refer to the Structure Matrix to see these correlations. SPSS marks the highest correlation for each variable with an asterisk to help you see which function the predictor "loads" most highly on (it does NOT represent some kind of significance). There's no sense trying to interpret the non-significant Function 3, but do your best with the first two.

9.
Use the table headed Classification Results to evaluate how well the discriminant classification function worked, i.e., what percent of cases were correctly classified. The footnote says 54.6% of all the cases ended up placed in the correct group, based on the discriminant functions. The table also provides the number and the percent of cases from each group ("original," down the side of the table) being placed into those same groups by the functions ("predicted group membership," from left to right across the table). The diagonal shows the correct classifications, where the "original" and "predicted" group are the same. Which group was classified most accurately and which was classified least accurately?

The table entitled PRIOR PROBABILITIES FOR GROUPS simply reports the chances of being a member of each group, based on the number in that group divided by the total number of cases (368).

The Classification Function Coefficients (requested through the "Fisher" option) provides four different sets of coefficients for the predictors, one set for each group, that will classify the cases as follows: Plug any participant's scores into all four equations, and the group whose equation results in the highest score for that participant is the group that participant gets placed into.

The Separate Groups Graphs section shows plots of where the observations in each of the four groups fall on the two significant discriminant functions, and then displays them all overlaid on the same graph. It also identifies the centroid of each group, that is, the point representing the values of the discriminant functions when each group's means on all five predictors are put into each discriminant function equation. The distances between the centroids represent the separation of the groups that is achieved by the discriminant functions. These values of the functions are also listed in the output under Functions At Group Centroids. One quick way to examine the pattern of separation is to look at each graph (or the table) and note for each group whether its value on each of the two dicriminant functions is above or below 0. In this case you can see a pattern for the four groups on functions 1 and 2 that goes: above-below, above-above, below-below, and below-above.

