STAT 3115Q Homework 10






Due Friday, December 7th
1.
Consider the following example from pages 354 – 356 in Keppel and Wickens: in this experiment college students search for a particular letter in a string of letters on a computer screen. Half of the time the letter occurs in the string, and half of the time it does not, and the subject presses one key when it is and another when it is not. On one third of the trials the letter string is a word (condition a1), on one third it is a pronounceable nonword (a2), and on one third it is an unpronounceable set of random letters (a3). The response measure is the average speed with which subjects correctly detect the target letter, measured in milliseconds (1000 msec equals 1 sec). The experiment is a single-factor repeated measures AxS design with a = 3 types of letter strings. The table below (and in the textbook) shows the data for n = 6 students (factor S).

	
	Types of Strings

	Subjects
	a1
	a2
	a3

	s1
	745
	764
	774

	s2
	777
	786
	788

	s3
	734
	733
	763

	s4
	779
	801
	797

	s5
	756
	786
	785

	s6
	721
	732
	740


a)
Enter the data into SPSS. Open SPSS and select “New” and then “ data”. The “SPSS Data Editor” should appear. At the bottom of the screen, you will see two tabs. Select “Variable View” in order to enter the three variables (a1, a2, a3). Name the first variable (a1) “word”. Next select “Type” (this is unrelated to the coincidental fact that in this example, our independent variable is actually called "type"). The type of variable should be “Numeric”. Under the “Label” column enter “word” (labels can be different from variable names to make the output clearer, but in this case the variable name itself is pretty clear so just use that). Do the same for a2 and a3 with a2 being named/labeled “nonword” and a3 being named/labeled “random”. Next click on the “Data View” tab. You should notice that the three variables are labeled at the top. Enter the data above under the correct column (you can probably copy and paste the numbers from this Word file). In the end, you should have three columns with six rows of data (one row for each participant). Be sure to proofread to make sure you entered your data correctly, so you can check your output against the textbook example!
b)
Run a Repeated Measures ANOVA with Type Of Letter String as the independent variable. Construct the standard ANOVA table (SV, df, SS, MS, F, and p) and report whether the p-value is significant. From the menu select Analysis ( GLM ( Repeated Measures. The first step is to identify the three variables as the three levels of a single Within-Subject independent variable. Instead of using the default name of "factor1", call it “type” and enter "3" for the number of levels, then click "Add" to create the variable. Click on “Define” to indicate what its three levels are. You should see a box with a list on the left with the 3 letter string types that you labeled in part (a). The Within-Subjects Variables box has 3 slots to be filled in for the variable "type", numbered (1), (2), and (3), with the names of the levels to be filled in where the __?__ blank appears. Fill in (1) with “word”, (2) with “nonword” and (3) with “random”, by clicking each variable name over to the box using the familiar arrow button. Under “options” you can select descriptive statistics and effect size. Press continue. The ANOVA portion of the output will be labeled "Tests Of Within-Subjects Effects," and you should report the p-value from the line labeled "Sphericity Assumed" (see part (c)!).
c)
We should check that we have met the assumptions for this analysis by checking for sphericity using Mauchly’s test. Mauchly's test is provided in the SPSS output, where a significant p-value corresponds to a violation of the assumption (analogous to the Levene test for homogeneity of variance). According to Mauchly’s test, can sphericity be assumed?

d)
Report the significance level for the effect of string type using adjusted values for the df as provided by the lower-bound, Greenhouse-Geisser, and Huynh-Feldt procedures. Distinguish, in words, between each of these adjusted measures of significance.

e)
Estimate the partial omega squared (2 for the effect of string type using equation 16.8 in Keppel and Wickens (identical to equation 8.12 for the Between-Subjects case). Please show your math. Note that your effect size will differ from that provided in the SPSS output (if you requested it) since SPSS reports partial ETA-squared as its effect size measure.

f)
Interpret in words the results of the experiment based on the ANOVA.

g)
Run three single degree of freedom contrasts on the data. Compare the means of “word” to “nonword”, “word” to “random”, and “nonword” to “random”. Which contrasts are significantly the same or different? This is a simple set of three paired-samples t-tests (Analyze -> Compare Means -> Paired-samples T-test). Clicking on a variable name makes it appear as Variable 1 for the t-test under "Current Selections", and clicking on the second makes it Variable 2; then click the arrow to add the comparison to the list of t-tests you're doing (you can request all three in one step). Remember that you will need to make the Bonferroni adjustment to your output to control Type I errors while making multiple comparisons.
h)
Briefly describe/interpret the results in terms of the differences (if any) between the three means.

2.
OPTIONAL 3 POINTS EXTRA CREDIT: The figures below show the population means for two different three-way factorial experiments, using two graphs each. In each pair of graphs the x-axis represents b1 and b2, separate lines are drawn for a1 and a2, and the left graph represents c1 while the right represents c2. For each experiment indicate whether an A effect, a B effect, a C effect, or an AxB, AxC, or BxC interaction, or AxBxC interaction is present. (Assume any observable differences are significant.)

experiment 1:
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experiment 2:
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