Here's a summary of all the information about the independent measures ANOVA where you compare means between groups of different people getting each treatment...


BET   =
exp'tal error + indiv diffs + trtmt effects   =
exp'tal error + indiv diffs + ZERO   =
exp'tal error + indiv diffs


W/IN
exp'tal error + indiv diffs
exp'tal error + indiv diffs
exp'tal error + indiv diffs


Source of Variance
SS
df
MS
F




Between Groups
n(SSmeans)
k-1
SSBET/dfBET
MSBET/MSW/IN

Within Groups
SS1+SS2+SS3+...
(n1-1)+(n2-1)+(n3-1)+...
SSW/IN/dfW/IN
ANOVA definitional formulas for BETWEEN GROUPS design

dfW/IN = (n1-1)+(n2-1)+(n3-1)+... = N-k

SSW/IN = SS1+SS2+SS3+...

dfBET = k-1

SSBET = n(SSmeans)

SSmeans = (M1-Moverall)2 + (M2-Moverall)2 + (M3-Moverall)2 + ...

n = no. of observations in each treatment condition (i.e., no. of subjects in each group in this BETWEEN GROUPS design)

k = no. of treatment conditions ( = no. of groups in this BETWEEN GROUPS design)

N = total number of observations in the study (= n*k for equal sample sizes)

(2 = r2 = R2 = SSBET/SSTOT for any number of conditions

Now we want to do a REPEATED MEASURES ANOVA where we compare treatment means of the SAME people getting multiple treatment conditions.

In the repeated measures design, the same people are in all three conditions. So when we ask what makes one condition's mean different from another condition's mean, the reasons are still experimental (measurement) error, and the effect of the treatment, as with the between-groups design. Those reasons go into the numerator of our F ratio. But we can't say individual differences play a role, because the people in each condition don't differ - they're the SAME people. So we have eliminated that cause from our numerator just by using the same people.

As with the between-groups design, if the null hypothesis is true, it means the treatment effect is zero.

We want our numerator and denominator to be independent estimates of the same underlying population variance, since that's what an F ratio IS. Under the null hypothesis the numerator will be the variance due to experimental error alone, since the treatment effect is zero. So we want the denominator to also be an estimate of experimental error alone.

The denominator in the between-groups design was the WITHIN GROUPS variance, but that isn't just experimental error -- that DOES include individual differences, since one of the reasons scores within a group would differ from each other is that they came from different people. So our goal is to come up with a new denominator that DOESN'T include individual differences, and is ONLY based on experimental error.

The new calculations for the repeated measures design are just a way to pull out individual differences from that denominator.


BET   =
exp'tal error + indiv diffs + trtmt effects   =
exp'tal error + ZERO   =
exp'tal error


W/IN
exp'tal error + indiv diffs
exp'tal error
exp'tal error

We actually can calculate just how different these individuals are from each other, because we can see what their mean scores are across all three conditions. That is, by calculating their overall mean scores, we can see if subject 1 was a higher scorer than subject 2, if subject 2 was lower than subject 3, and so on. We actually can see how much these subjects differ.

We measure how much they differ using the usual calculation of coming up with a variance (or "MS") to represent those differences, which we call the BETWEEN SUBJECTS variance. As with any variance, it requires us to calculate a SS and a df. As you'll see though, we don't actually USE that BETWEEN SUBJECTS variance; we just want to KNOW what the SS and df are so we know what to pull out of the WITHIN GROUPS SS and df. In other words, out of that WITHIN GROUPS SS and df, we can tell how much of it is due to individual differences, and then eliminate that part of it, which was the goal we stated above.

To calculate the BETWEEN SUBJECTS SS and df, we use equations that are logically very similar to what we did when we calculated the BETWEEN GROUPS SS and df in the between groups design.

The BETWEEN SUBJECTS df is just the number of subjects minus one, just like the BETWEEN GROUPS df was the number of groups minus one.

The BETWEEN SUBJECTS SS is calculated in two steps: first take all the subjects' mean scores (one mean score for each subject, i.e., MS1, MS2, MS3,...) and find the SS of those numbers, which I've termed SSpeople (just as the BETWEEN GROUPS SS first requires SSmeans). Then multiply that by k, the number of groups (just as the BETWEEN GROUPS  SSmeans was multiplied by n, the number of subjects in a group). I'm not justifying these calculations, just describing them, but if you understand the logic of the between-groups design's calculations you can extend it to this case.

Now we have a SS and df that represent individual differences, and we can pull them out of the WITHIN GROUPS SS and df just by subtracting these BETWEEN SUBJECTS SS and df. What's left will be only the experimental error part of the denominator, now called ERROR SS and df.

The ERROR SS is WITHIN GROUPS SS minus the BETWEEN SUBJECTS SS.

The ERROR df is WITHIN GROUPS df minus the BETWEEN SUBJECTS df.

Using those, we can calculate a variance (or MS, for "mean squared deviation from the mean") that represents only experimental error within the treatment conditions, since we've subtracted out the individual differences we wanted to eliminate.

This new MSERROR then will be the denominator of the F ratio in the repeated measures design.

To look up the F in the table to find the critical value that would cut off the extreme .05 of the distribution (or .01, if desired), you use the degrees of freedom for this new numerator and denominator. The numerator df is the same, it's still the dfBET. But the denominator df is now dfERROR which was calculated as 
(dfW/IN - dfBET SUBJ). That is, you look up F on (k-1) and  (dfW/IN - dfBET SUBJ) degrees of freedom, somewhat more familiarly written as F(k-1, dfW/IN - dfBET SUBJ) for F(dfNUMERATOR, dfDENOMIINATOR).


Source of Variance
SS
df
MS
F




Between Groups
n(SSmeans)
k-1
SSBET/dfBET
MSBET/MSERROR

Within Groups
SS1+SS2+SS3+...
(n1-1)+(n2-1)+(n3-1)+...
SSW/IN/dfW/IN

  BETWEEN SUBJECTS
k(SSpeople)
n-1
SSBET SUBJ/dfBET SUBJ

  ERROR

SSW/IN - SSBET SUBJ
dfW/IN - dfBET SUBJ
SSERROR/dfERROR
ANOVA definitional formulas for REPEATED MEASURES (WITHIN SUBJECTS) design

dfBET SUBJ = n-1

SSBET SUBJ = k(SSpeople)

SSpeople = (MS1-Moverall)2 + (MS2-Moverall)2 + (MS3-Moverall)2 + ...

dfERR = dfW/IN - dfBET SUBJ = [(n1-1)+(n2-1)+(n3-1)+...] - (n-1) = (N-k) - (n-1)

SSERR = SSW/IN - SSBET SUBJ = (SS1+SS2+SS3+...) - k(SSpeople)

n = no. of observations in each treatment condition (i.e., no. of subjects in REPEATED MEASURES design or no. of subjects in each group in BETWEEN GROUPS design)

k = no. of treatment conditions ( = no. of groups in BETWEEN GROUPS design)

N = total number of observations in the study (= n*k for equal sample sizes)

(2 = r2 = R2 = SSBET/SSTOT for any number of conditions

partial (2 = SSBET/(SSBET + SSERR) for any number of conditions

