PSYC 5104 Homework 7






Due Friday, November 9th

This week’s data is posted on the class website as “HW7f18.sav”. A random sample of non-management level employees was taken at the Motorola Corporation. We know from independent sources what each employee’s average productivity is (measured in person-hours per week), and their direct supervisor’s management style. The IV, "Management Style," has four categories: Direct Management, Collective Responsibility, Strict Hierarchy, and Working Clusters. These categories are based on how managers interact with and organize their subordinates.

Because participants were not randomly assigned to levels of our independent variable, we cannot infer causality from the results of this study. There may be self-selection or some mediating factor involved, but we aren’t concerned with those issues for this assignment, and will glibly ignore them.

1. Run an ANOVA on “HW7f18.sav”.

a. Construct the standard F table (SV, df, SS, MS, F, and p) and report whether the F-value is significant.

b. Is the assumption of homogeneity of variance violated (report Levene's F, df, and p)?

Use the Levene’s test that is given by checking the 'Homogeneity Tests' box under 'Options' when running the ANOVA.

c. Produce a bar graph of this data.

Because the categories are numbered arbitrarily (there is no meaning in their order), a bar graph will be a better representation than a line graph. Go to the Graphs menu -> Legacy Dialogs ->Bar…, select ‘Simple’ and click ‘Define’. Put manstyle on the ‘Category Axis’ and for ‘Bars Represent,’ be sure to click on 'Other statistic (e.g., mean)' before moving productivity into the box (then the mean should be selected by default); then press ‘OK’. You may change the titles or vertical axis if you want to better label the data.

2. Based upon the F-value and the bar plot, there seem to be some productivity differences due to management style. Because the groups are not ordered in any particular way, descriptions of a ‘trend’ would be meaningless. Instead, we will do some post-hoc comparisons between individual groups.

a. Produce a set of all possible pairwise post-hoc comparisons using Tukey’s HSD test. (Assume that the differences in group size n are not meaningful or large enough to compromise our tests.) Report which pairs differ significantly using ( = .10, both because that's an allowable choice for familywise error rates, and because, well, nothing will be significant at ( = .05. SPSS's default ( for the "homogeneous subsets" part of the output is .05, so you should list your own homogeneous subsets using ( = .10. 

From the ‘Univariate…’ window we used to run the ANOVA, click on the ‘Post Hoc’ button. Put the manstyle variable in the ‘Post Hoc tests for…’ box, and check the box for ‘Tukey’ (NOT 'Tukey's b'). Click ‘continue’ and ‘OK’ to run the ANOVA again but with the Post Hoc comparisons added. To use ( = .10, either do it by hand by calculating the corresponding HSD from the q table for ( = .10 and then inspecting the differences to see if they exceed the HSD, OR click the ANOVA Options button and set 'significance level' to .10 to have SPSS produce the homogeneous subsets for ( = .10. SEE NOTE NEXT PAGE. (You can also check off Bonferonni, Scheffe, etc. if you would like to see how they differ, but only report the Tukey tests.)

3. Based on the bar graph from #1 and the post hoc tests in #2, there appears to be an obvious split in the groups. It may be appropriate to compare one group or subset of groups to the remaining groups.

a. Provide coefficients for a contrast that combines similar results into two groups to be compared (as a complex comparison).

b. Using these coefficients, test the contrast. Results are reported as t instead of F, but as you know, t = √F with the same error df. Report the t, df, and p value and state significance.

Custom contrasts aren't easily done under the General Linear Model options, so instead use Analyze -> Compare Means -> One-Way ANOVA… Fill in the dependent variable and enter manstyle as the factor. Click the ‘contrasts’ button and fill in the coefficients you selected above by typing a coefficient then clicking 'Add', then typing the next coefficient, etc. Enter them in the same order as the groups (the output will include a table of the contrast coefficients, so be sure to double-check that you got the right values in for each group). Press ‘Continue’ and ‘OK’ to get the contrast.

4. Imagine we have a theoretical reason to want to compare Collective Responsibility to the other three management styles. Once again,

a. Provide coefficients for a contrast to compare the Collective Responsibility group to the other three groups.

b. Using these coefficients, test the contrast. Report t, df, and p value and significance.

5. Briefly describe the outcome of these analyses in terms of the actual variables, including what we know to be significant, but also any potentially interesting non-significant results.

I’ve listed some things here about HW7 that may or may not be plain to you but I'm trying to anticipate your questions; you can do the homework without this note. Question 2 has the only really annoying complications.

Question 1) Use the conventional alpha = .05.

Question 3) Since this is clearly phrased as a post-hoc question, you may feel the urge to correct the Family-Wise error rate. (If you did, I guess you'd have to use Scheffe since that's the post-hoc test for complex comparisons.) But don't! Just use .05, uncorrected.

Question 4) "Theoretical reason" implies a planned comparison, even though we're only mentioning it now. Treat it as such and don't correct alpha. (Again, if you did correct alpha, it would be via Scheffe.)

Question 2) FYI, HSD stands for "honestly significant difference". (Never use a "DSD" procedure, if you can guess what that means.) Use alpha = .10 as I suggested.

I said SPSS’s default post-hoc alpha was .05 but you can change that. If you use GLM -> Univariate you click on “Options” and in the same window where you select “homogeneity tests” to get the Levene test, you can type in a “significance level” of .10 instead of .05. Then when you exit that and click on the “post hocs” button, any tests you choose will use that alpha.

If you're using the completely equivalent Compare Means -> One-Way ANOVA as question 3 requires, when you click on the “post-hocs” button a very similar window opens up that lists all the post hoc tests AND offers you a choice of what significance level (or alpha) to use. (No clicking on “options” required.) So you can type in .10 right there.

Why are there two equivalent ways of doing a one factor ANOVA and why do they arrange their options differently? That’s like asking why we have five fingers. It could have been otherwise but it just is that way.

Most annoying part: if you use the default of .05 you'll get accurate Tukey results (under "Post Hoc Tests") and you can use those p-values to check for significant differences. And the "Homogeneous Subsets" output will only give you ONE subset since, as you can verify from the various comparisons, none of the means differ from each other at the .05 level. That's why I said "list your own homogeneous subsets using alpha = .10" -- see Keppel and Wickens pp. 122-123 for clarification of the underlining notation if necessary (they call it “equivalent subsets”). This is something you’d do by hand, because the "Homogeneous Subsets" based on alpha = .05 will be wrong if you're using alpha = .10. BUT...
But if you make SPSS use alpha = .10 as described above, SPSS gives you a "Homogeneous Subsets" table that still seems to contradict your Tukey results. Please examine that and see what I mean, if you do it that way. It will seem to tell you that two of the groups belong in the same subset and do NOT differ significantly even though your "Post Hoc Tests" Tukey output plainly says p<.10 for their comparison. The reason is that the n’s are unequal in this assignment, and the critical difference used in making the homogeneous subsets table is based on all four of the group n's, whereas the comparison of each pair of means in the Tukey output uses a difference based just on the n's in that pair. By "based on", I mean SPSS uses the "Harmonic Mean Sample Size" described in the text. That "nh" is the reciprocal of the mean of the reciprocals of the sample sizes. Really, that makes sense. To calculate: take the reciprocal of each group's n, add those together, divide by the number of groups, and take the reciprocal of that. Clearly this will change according to whether you calculate the harmonic mean of four groups or of two.

IMPORTANT NOTE ON QUESTION 2: For the homework you should state accurately which means differ based on the Tukey output using .10 as your criterion – that’s unambiguous. But in listing the homogeneous subsets you have two choices that we will accept as correct: (1) Report SPSS’s “homogeneous subsets” output given alpha = .10, since that IS what SPSS is telling you, and we won’t hold it against you. (2) But if you can also present these results by listing your OWN homogeneous subsets by hand that accurately reflect the pairwise Tukey output, that will count one EXTRA point for you just for going beyond what the program tells you and consulting the textbook. Cause these tiny rewards are what life is all about.

