PSYC 5104 Homework 5






Due Friday, October 19th
For this assignment we will be doing a single factor between subjects analysis of variance (ANOVA). The experiment involves a parenting intervention with parents of teenagers. Parents will be randomly divided into 3 groups and given advice and instruction on how to talk to their kids about drugs. The control group will receive a minimal initial intervention consisting of a standard brochure from the Department of Children and Families. The first experimental group will receive a more salient intervention that includes the brochure plus an instructional video. The second experimental group will receive those same materials plus a 15 minute in-person consultation with a licensed social worker intended to address the individual needs of the family. Two weeks later, the teenagers will be asked to complete a survey about their attitudes and perceptions about drugs and drug use and their own responses to hypothetical situations involving drugs. The survey variable is on a scale of 0-4 (average values from a 20 item 5 point Likert scale), with 4 indicating the highest level of risk. For ethical reasons all participants will be given the full package of materials and consultation after the initial data collection. This is a pilot study and we are interested in whether we see any effect of increased intervention levels and how large the effect is.

1) Analysis of Variance:

a. Run the single factor ANOVA and construct a table summarizing the results produced in the output. This table should be analogous to the following example:

	SV
	SS
	df
	MS
	F
	p

	Group (A)
	3.55
	2
	1.775
	3.108
	.058

	Error (S/A)
	18.83
	33
	.571
	
	

	Total
	22.38
	35
	
	
	



Report sources of variance, degrees of freedom, sums of squares, mean squares, F ratio, and p value. Please include total df and SS (called "corrected total" in the SPSS output).


In SPSS, select Analyze, General Linear Model, Univariate… (Note: NOT GeneralIZED Linear Models!) The variable survey will be our dependent variable and group is our independent variable, here (and for most of the semester) referred to as the 'Fixed Factor.' For Sources of Variance A, S/A, and Total, respectively, the corresponding lines in the output are labeled GROUP, Error, and Corrected Total. You may wish to double check your totals by hand to make sure you are reading the output correctly and getting what you expect (confusing raw totals and corrected totals is a common mistake).
b. Construct a line plot of this data to accompany your summary table. (Please remember to include only the plot with what you turn in, not the raw ANOVA output.)

From the Univariate window, click on Plots. Put group in the Horizontal Axis box and click the Add button. Click Continue and Okay. The analysis will run again, but will include a line graph this time.
c. Briefly interpret the results statistically (e.g., interpret the meaning of the p-value probability in words with reference to the null hypothesis, and state whether you reject or fail to reject the null hypothesis).

d. Describe and interpret the substantive results of the study (e.g., say what the outcome of the experiment means, in a few sentences at most). What further questions would you want to ask about the outcome, beyond what the present ANOVA result technically allows?

e. Obtain the effect size measure 'Eta Squared' from SPSS. Then, looking at the output, calculate the R2 by hand (use formula 8.4 in Keppel & Wickens) and briefly interpret its meaning. Yes, SPSS reports it, but we want you to show where it comes from.


Go to Analyze, GLM, Univariate… and click on the ‘Options’ button. Check ‘Estimates of effect size,' which will add a column to your ANOVA table outupt labeled "Partial Eta Squared". For the time being, ignore the word "Partial" and recognize that Eta Squared is just another name for R2 and that it has the same value as the R2 reported at the bottom of that table. Click Continue and Okay. The analysis will run again, but will include Eta Squared this time.

2) When interpreting and looking at your data, it is necessary to ensure that the assumptions of the analysis are met: independence, normality, and homogeneity of variance.
a. Briefly explain the assumption of independence.

b. We are curious about the distribution of our data, to see if it violates the assumption of normality.
i) Briefly explain the assumption of normality.
ii) One way to check for normality is to produce frequency histograms. Request four histograms of 'survey', one for the entire sample and one for each of the three groups, including a normal curve superimposed on each, so we can see if/how they depart from normality. Be sure to title each graph appropriately.

Histograms are under the Graphs menu (under 'Legacy Dialogs' in newer versions of SPSS), and there is a box to check to include the normal curve. You can change the titles by double-clicking on the ‘Graph’ caption in the output, or add titles later if you are pasting them into another program like Word. For the separate histograms, filter each group using the usual Data, Select Cases… menus.

c. Since we have equal numbers of subjects in each group (n=10), we can assess homogeneity of variance by a simple rule of thumb that requires the largest and smallest variances to differ by no more than a ratio of 4:1. By this rule, is the data set violating the assumption of homogeneity of variance? In your answer, briefly explain what the assumption of homogeneity of variance means.


Go to Analyze, GLM, Univariate… and click on the ‘Options’ button. Check ‘descriptive statistics,' which will give you the standard deviations, which you can square to get the variances. Or just compare the standard deviations, since, of course, a 4:1 ratio of variances is equivalent to a 2:1 ratio of standard deviations.


For a more objective criterion (and one that applies even when the number of subjects is NOT equal across groups) request Levene’s test for equality of variances, which reports its own F and p values (different from those of your main analysis, since they are testing whether the variances differ, not the means). According to this test, does the data violate the assumption of homogeneity of variance?


In the same 'Options' window, there is a check box for 'Homogeneity tests.' This will give you the same Levene’s test that appears automatically with the independent samples t-test. It is interpreted in the same way, only here it tests whether THREE, not two, variances differ from each other.

