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Review of exponents...

First and foremost, note that logarithms ARE exponents, so everything you know about how exponents behave is something you know about how logarithms behave.

An exponent on some number (called a "base") says how many times the number 1 gets gets multiplied by that number. We can usually leave out the 1 from the multiplication since it doesn't change the result. So 102 = 10(10 = 100, 103 = 10(10(10 = 1000, 24 = 2(2(2(2 = 16, 33 = 3(3(3 = 27, etc. Fractional numbers and negative numbers can also be exponents. Their interpretations were codified in 1656 by John Wallis. (He also invented the "number line" in which, conceptually, negative numbers extend to the left of 0 and positive numbers to the right -- even though he himself didn't quite believe in negative numbers since they were "less than nothing".) Here's what he said:

A fractional exponent means you're finding that root of the number: a power of 1/2 means the square root, a power of 1/3 means the cube root, etc. So 1001/2 = ((100) = 10, and 271/3 = 3((27) = 3. The fractional exponent literally means 1 gets multiplied by that number less than a whole time, but that notation actually makes sense. Look, 21/2 = ((2) = 1.414 or so. When you multiply something by 1.414 you really are halfway to multiplying it by 2, because if you do it again, you'll have gone the rest of the way. For instance, 1(21/2 = 1.414, which is halfway toward multiplying by 2; do the second half by finding 1.414(21/2 = 2. Or pick some number like 5, and do 5(21/2 = 7.07. then multiply that by 21/2 again and you have 10, which is the rest of the way toward multiplying 5 by 2. If you find the cube root of a number, such as 201/3 = 2.714, then to multiply a number by 20 you have to multiply it by 2.714 three times. For instance, 4(20 = 80, or in three equal steps, 4(2.714 = 10.856 is a third of the way there, 10.856(2.714 = 29.463 is two-thirds of the way there, and 29.463(2.714 = 79.96 which is 80 within rounding error. 

A fractional exponent with a numerator other than 1 tells you to first raise the number to the power of the numerator, then take the denominator root of the result: 22/3 means find 22 and take its cube root; 23/2 means find 23 and take its square root.

Typically fractional exponents are expressed as decimals: 21/2 is 2.5 and 201/3 is 20.333. The decimal notation is especially handy because 22/3 means 2.667, but there are plenty of exponents that don't resolve neatly into simple fractions, like 10.6178. Though I suppose you could always view 10.6178 as 106178/10,000 and think of it as the 10,000th root of 106178 -- but surely that's not helpful.

An exponent of 1 means multiplying 1 by the number one time, which will always give the number or "base" itself.

An exponent of 0 means multiplying 1 by the base number zero times; that's NOT multiplying 1 by 0, it's just leaving it unmultiplied by anything else! If you don't multiply 1 by anything at all, you're left with 1. So by definition anything raised to an exponent of 0 is 1: 20 = 100 = 30 = (‑56)0 = 6170 = 1.

A negative exponent means taking the reciprocal of the number raised to that power. So 2‑2 = 1/22 = 1/4; 10‑3 = 1/103 = 1/1000, etc.

Implicit in these conventions are some simple rules for combining exponents when they have a common base:

-
multiplication becomes the addition of exponents: 103(102 = 105 (that is, 1000(100 = 100,000), and in terms of those exponents, 3 + 2 = 5. This applies to fractional exponents as well: 2.5(2.5 = 2(.5+.5) = 21 = 2.

-
division then becomes the subtraction of exponents: 103/102 = 101 (that is, 1000/100 = 10), and in terms of those exponents, 3 - 2 = 1. Note that this is saying that the ratio of 103 to 102 is 101, so the exponent of the ratio is the difference between  the top and bottom exponents. By the same rule, if the top number is smaller than the bottom number, the exponent is negative and the ratio is therefore less than one: 102/103 = 10‑1 means 100/1000 = 1/10.

-
if a base raised to an exponent is then raised to another exponent, that's equivalent to multiplying the first exponent by that second exponent: (103)2 = (1000)2 = 1,000,000, or (103)2 = 103(2 = 106 = 1,000,000.

... and logarithms
"Logarithm" is another word for exponent, from the combination of Greek "logos" or proportion with "arithmos" or number; using logarithms focuses on the use of the aforementioned arithmetic and ratio characteristics to help simplify calculations involving very large or small numbers.They were invented in 1614 by John Napier, who also popularized the decimal point, and used math to interpret the Book of Revelation to predict the end of the world in 1688. (This apocalypse was narrowly averted by the publication of Newton's Principia Mathematica in 1687.) For centuries complex calculations depended on published tables of long lists of logarithms, and the use of slide rules that had different logarithmic scales printed on connected movable rulers. Now we do math by pressing buttons instead.

The logarithm of some number N in base 10 is often written as log(N), or more explicitly as log10(N) to identify the base as the logarithm to the base 10. To write the logarithm to the base 2 we have to write log2(N) to be clear about what our base is (i.e., what number we're raising to that logarithm exponent). The same number has completely different logarithms when different bases are used: log10(1000) = 3, but log2(1000) = 9.966.

Notice that 29.966 = 1000 which is really close to 1024, or 210; that's the difference between raising 2 to the 9.966th or nearly 10th power , vs. raising it fully to the 10th power. (Computer nerds know that what is called a kilobyte of information is not really 1000 bytes as the name implies, but rather 210 or 1024 bytes. But then, they say there are only 10 kinds of people in the world: those who understand binary arithmetic and those who don't.)

We say we raise a base to a power, so the phrase "logarithm to the base 10" could more grammatically be "logarithm from the base 10." But it's standard to say "to" because math has its own grammar.

The "logarithm to the base 'e'" of some number means the exponent or power that the base 'e' is raised to to get that number. That base 'e' is not a variable but a constant roughly equal to 2.71828 (though the decimal places go on forever). Statisticians and mathematicians in general prefer to use e as their logarithm base instead of the more intuitive 10, or even 2, because e has certain simplifying properties that matter in more complex calculations though they do us no good whatsoever in most cases we encounter. But anything that's true of logs using one base will be true using another. A statistical procedure or transformation or whatnot using base e will yield the exact same results as it would if you used base 10 instead. Therefore, all your base are belong to us.

The constant e was named by Leonard Euler, but it probably stood for "exponential," not for his name. One nice property of e is that I can now write my name as 2.71828*[covxy/sx*sy]*((‑1)*((E/M).

Rather than notating "logarithm of 20 to the base e" as loge(20), we call using the base e the "natural logarithm" and abbreviate that as L.N. (with Latin word order). Usually the LN is written in lower case: "logarithm of 20 to the base e" = ln(20).

Raising a base to a logarithm is the inverse operation of finding the logarithm to that base. It just means raising e (or 10 or 2 or whatever) to some power. Often instead of writing "e to the power of 3" as e3, it's written as Exp(3) for "exponentiated 3 using base e". The number obtained by raising a base to a power is sometimes referred to as the "antilogarithm" of that power, but that term isn't used much anymore.

If you raise a base to the logarithm of some number, you get the number itself. The logarithm is the exponent you need to raise the base to to get a certain number, so by definition, when you actually DO raise the base to that exponent, you get the number. So 10log10(35) = 35, even though we may not know offhand what log10(35) is. And eln(35) = 35 as well, for the same reason. (Note the exponent says "ln" to indicate that e is the base; log10(35) and ln(35) are completely different numbers.)

The rules for combining exponents apply to logarithms as well:

-
multiplication becomes the addition of logarithms: 103(102 = 105 (that is, 1000(100 = 100,000), so in terms of logarithms, log10(1000) + log10(100) = log10(100,000), or 3 + 2 = 5. For fractional exponents, 2.5(2.5 = 21, so in terms of logarithms, log2(2.5) + log2(2.5) = log2(21), or .5 + .5 = 1.

-
division then becomes the subtraction of logarithms: 103/102 = 101 (that is, 1000/100 = 10), so in terms of logarithms, log10(1000) - log10(100) = log10(10), or 3 - 2 = 1. Note that this is saying that the ratio of 103 to 102 is 101, so the logarithm of the ratio is the difference between  the top and bottom logarithms. By the same rule, if the top number is smaller than the bottom number, the logarithm difference is negative and the ratio is therefore less than one: 102/103 = 10‑1 means log10(100) - log10(1000) = log10(1/10), or 2 - 3 = ‑1.

-
if a base raised to an exponent is then raised to another exponent, that's equivalent to multiplying the first exponent or logarithm by that second exponent: (103)2 = 103(2 = 106 , or 10002 = 1,000,000; so in terms of logarithms, log10((103)2) = log10(103)(2 = 3(2 = 6.

"Yes, logarithms -- that horror of high school algebra--were actually created to make our lives easier. In a few generations, people will be equally shocked to learn that computers were also invented to make our lives easier." (When Slide Rules Ruled. Stoll, Cliff. Scientific American; May2006, Vol. 294 Issue 5, p80-87)

